An approach to estimate degree completion using drop-out rates
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Abstract

A completion rate of an institution I of year x is defined as the proportion of starting students during year x that succeed
in graduating at I at some point in the future. In this paper, a new method is proposed to estimate such completion rate.
This indicator is entirely based on the population of drop-out students during one academic year = at the institution I.
The proposed method is not based on a cohort of students so it allows an estimation of the current school effectiveness
without substantial delay. Furthermore a statistical framework is presented in which completion rates can be studied.
The proposed methodology results in a statistical estimator with a bias that stays small under appropriate assumptions.

Keywords:

completion rate, graduation rate, binomial distribution, school effectiveness, student success

1. Introduction

Student success plays a crucial role in student careers,
the accountability of educational instutions and the de-
velopment of our society. Completion rates have a long
history of being used as indicators of student success. In
this paper a new measure for completion rate is studied.
A completion rate of an institution I of year x is defined
as the proportion of starting students during year x that
succeed in graduating at I at some point in the future.

In post-secondary institutions, such a completion rate
plays a more crucial role than an on-time graduation rate.
Here it is more common that students choose to extend
their study period by one or more semesters, e.g. in order
to be able to combine studying with a part-time job.

Ideally an unbiased estimator of completion rate can be
obtained in a cohort study where students are individually
tracked through time. The duration of such cohort implies
a substantial delay on the calculation of the completion
rate. Moreover the obtained measure does not reflect the
current state of school effectiveness. On the contrary, it is
rather a result of the education process during the com-
plete cohort period.

This paper aims for two main contributions. On one
hand a new measure for completion rate of an institution I
is developed. In contrast to cohort studies, substantial de-
lay is avoided and the most up-to-date information that is
available is used. For this purpose a measure is developed
that is completely based on the population of drop-out stu-
dents during a specific academic year x, e.g. the current
year.
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On the other hand the performance of this measure
is studied as a statistical estimator for completion rate
that does not depend on study duration. The estimator
is investigated in a statistical framework to study under
which assumptions statistical inferences can be made.

This paper discusses completion rate in an educational
context. However completion rates are also found in other
disciplines. In computer science for instance a completion
rate can be viewed as the number of complete files that are
succesfully transferred from one server to another. There-
fore it should be noted that what follows can be adapted
for its use in other disciplines.

2. Completion rates in education, a review

Very related to completion rates are on-time gradua-
tion rates that depend on study-duration. In the United
States all institutions of higher education are required by
law to publish completion rates. For this reason there is a
rich literature on an on-time graduation rate as defined in
the No Child Left Behind Act (NLCB, 2002). However in
using such graduation rates as a measure for school effec-
tiveness caution is needed. As suggested in Astin (2005),
on-time graduation rates and more generally completion
rates cannot be adequately adressed without considering
the kinds of students who initially enroll.

Nonetheless, differences among the measures that are
published has lead to much debate in the United States
over the correct rate to use to meet the demands of the
NCLB act (Swanson & Chaplin, 2003). The two main
difficulties in the calculation of completion rates are a lack
of comprehensive sources for data on completion and a lack
of consensus on the conceptual and technical definitions
related to completion rates. An extensive overview of this
matter is given in Hauser & Koenig (2011).
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Ideally completion rates can be calculated in a cohort
study. In such studies a set of starting students is fol-
lowed during their study careers and completion rates are
calculated after graduation (see e.g. Ensminger & Slu-
carcick (1992); Boden (2011-2012)). In practice however
this leads to several problems. A cohort study implies the
need of longitudinal databases that track individual stu-
dents through time. The availability or collection of such
a dataset is far from obvious (Hauser & Koenig, 2011).

Moreover the duration of the cohort immediately im-
plies a substantial delay on the calculation of a completion
rate. This delay can be avoided by the use of an estimator
that is based on available data through current and histor-
ical records. Such estimations do not require the tracking
of individual student over time. However, they can only
be viewed as proxies for a true cohort indicator.

In literature many estimator for on-time graduation
rates are found. Comprehensive overviews can be found
in Miao & Haney (2004); Seastrom et al. (2006); Swanson
& Chaplin (2003). They range from very simple estima-
tors to more complicated estimators wich also require more
complex demands on data collection systems.

The simple on-time graduaton rate (SGR) for instance
is defined as the ratio of the number of students G, that
graduate during year x and the total number n,_r of en-
rollments at institution I in year x — T where T denotes
the duration of the study-program under consideration:

Ca 1)

Ny—T1

SGR =

This simple estimator will likely differ from the true cohort
rate because students move in and out of the institution
I during the period of T years. Alternatives proposed by
Greene & Winters (2002) and Haney (2001) try to reduce
this bias by adjusting the number of enrollments in the
denominator.

The ‘cohort graduation rate’ and ‘exclusion-adjusted
cohort graduation indicator’ (Seastrom et al., 2006), the
latter being proposed by the National Institute of Statiscal
Sciences, are examples of cohort graduation rates requiring
detailed data on individual students over time.

Swanson & Chaplin (2003) developped the Cumulative
Promotion Index for high school graduation rate. This in-
dicator estimates on-time graduation rate as a probability
that a starting student will graduate on time. The esti-
mator is based on a so-called synthetic cohort consisting
of shortened time periods and only requires data from two
school years.

In this paper a new estimator for completion rate is
proposed that is completely based on the current popu-
lation of drop-out students. In contrast to estimators for
an on-time graduation rate, commonly found in literature,
the indicator does acount for students that graduate in a
period that is longer than the standard number of years. It
is therefore more suitable for post-secondary institutions.

The ‘NCES high school completion rate’ is another in-
dicator that is based on drop-out counts. However this

rate requires drop-out counts in each level of the study-
program over the last T-years. Such drop-out statistics
are often not available (Seastrom et al., 2006).

3. From drop-out rates to completion rates

In this section a method is developed to estimate the
completion rate of an institution I. This rate is defined
as the proportion of starting students, that are recruited
by an institution I during an academic year x and will
graduate at some point in the future.

In particular the goal in this section is to develop an
estimation in a way that:

1. The most up-to-date information that is available is
used. This is in contrast with existing estimator that
are mainly based on historical records.

2. The method is not based on a cohort study. There-
fore, information is obtained without substantial de-
lay.

3. The estimation is independent of the study duration
and therefore very useful in post-secondary institu-
tions.

3.1. Methodology

Up-to-date information can be found by retrieving in-
formation from the set of students that drop out during
academic year x. The number of these drop-out students
can be calculated after the end of the enrollment period of
academic year x 4 1 by registering those students enrolled
during year x but did not reregister the subsequent year.
In this way a delay of maximal one year is obtained in
contrast to cohort studies where several years are needed
to obtain an estimation.

This set can be subdivided into subsets according to
the academic year x — i (a previous academic year where 4
denotes a natural number) during which a student started
his study at the institution I. Figure 1 illustrates such
partitioning of the population of drop-out students.

When the school is performing well, the set of drop-out
students that started during a year x — ¢ should be small.
One also expects that the size of the subsets decrease with
¢ and will be negligible from some index i = T'. Generally
it will suffice to apply the partition up till 5 — 6 subsets
(i.e. T =3 —4). Denote s as the sum of the ratios ob-
tained by dividing the sizes of these subsets by the number
of starting students during the academic years x —i. The
complement of this sum 1 — s is the new proposed estima-
tion of the completion rate of I.

3.2. FExample

For illustrative purposes an example of the use of the
formula is presented based on data of Thomas More Uni-
versity College (UC). The drop-out ratio’s presented in ta-
ble 1 were calculated until the academic year 2010 — 2011.
The table presents the drop-out ratio’s according to the
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2012 — 2013

Figure 1: Schematic illustration of the partition of the population of
drop-out students. Academic year x is taken as the academic year,
xr = 2012 — 2013. For T' = 3 the population of drop out-students is
partitioned into 5 subsets according to the starting years. Students
that drop-out at year = and have started more than 4 years ago
correspond to the shaded area and are expected to be small.

Drop-out ratio (%) Number of academic years
from enrollment to drop-out

1 2 3 1 5
2006-2007 | 29.48 | 8.71 | 3.92 | 1.06 | 0.37
Starting  2007-2008 | 28.23 | 6.70 | 2.98 1.6
year 2008-2009 | 25.18 | 8.88 201
2009-2010 | 26.93 [ 7.65
2010-2011 | 2517

Table 1: Table of proportions of drop-out students at Thomas More
UC according to starting year and graduating year.

starting year and the number of years from enrollment to
drop-out. Most standard study-programmes at Thomas
More UC involve a full time study period of length 3 years.
The sum of the ratio’s in the colored boxes of table 1 corre-
spond to the sum s, described in section 3.1. Application
of the proposed method leads to an estimation of a com-
pletion rate of the academic year 2010 — 2011 given by
62.74%.

The horizontal bar of bold numbers corresponds to a
cohort that could have been followed from the start of
the academic year 2006 — 2007 leading to a completion
rate of 56.46%. This true cohort rate of 2006 — 2007
could have been estimated using the new method proposed
above, based on the population of drop-out students of
2006 — 2007. Research of the historical database of the
UC led to a completion rate of 55.59%. Merely a bias of
0.87%.

The real power of the method lies in the fact that most
students drop out in their first year. Because this ratio
is the biggest in the sum s, the estimation emphasizes
the most up-to-date information that is available. This
is a major difference that distinguishes the new proposed
methodology from other indicators found in literature.

To illustrate this further, consider an estimation pro-
cess using graduation rates instead of drop-out rates. Ta-
ble 2 shows completion data which was only made avail-
able by the administration until academic year 2009 —

2010. The graduation ratio’s are presented according to
the starting year and the number of years needed to grad-
uate. The completion rate of 2009 —2010 can be estimated
as the sum of colored diagonal elements leading to 55.7%.
However this sum emphasizes the proportion 36.40% that
is rather due to historical events than recent events. Also
a true cohort estimation (sum of bold numbers) emphasis
a proportion during the academic year 2007 — 2008.

Time to graduation Number of academic years

ratio (%) from enrollment to
graduation
i 2 3 7] 5
2005-2006 | 3.01 | 1.44 | 36.34 | 12.97 | 2.33
Starting  2006-2007 | 0.56 | 1.76 | 39.13 12.86
year 2007-2008 | 3.26 | 3.38 |'36:40
2008-2009 | 0.68 [ 3.14
2009-2010 [70197

Table 2: Table of proportions of graduated students at Thomas More
UC according to starting year and graduating year.

3.8. Discussion: assumptions and limitations

The example in the previous section showed a small
bias between a true cohort estimation of completion rate
and an estimation based on the new methodology. In what
follows the underlying assumptions are discussed that have
to be met in order to obtain a small bias. In the next sec-
tion these assumptions will be re-encountered when plac-
ing our methodology in a statistical framework.

Firstly, the drop-out rate among students during year
x that subscribed during year x —¢ has to approximate the
drop out rate of current first-year students who survive to
their ith year and this for each integer ¢ between 1 and 7T'.
Generally, these assumptions will be met if circumstances
related to curriculum and characteristics of newly enter-
ing students did not change drastically during the past T’
years and at the same time will not undergo major changes
during the next T years.

Secondly so-called stop-outs could induce bias if they
manage to complete their degree. Stop-out students drop
out before completing a degree and return during the pe-
riod under study. This limitation however is also encoun-
tered in estimators of on-time graduation rate like that
of Greene & Winters (2002) or Haney (2001). If the nec-
essary information is available the new estimator can be
corrected for this bias by subtracting the numbers of stop-
outs that complete their degree from the denominator for
the year in which they dropped out.

A severe bias can be introduced when these assump-
tions are not met. However, information is obtained with-
out substantial delay, which is not the case for cohort stud-
ies. Moreover the method is based on the current popula-
tion of drop-out students which imply, as is illustrated in
the previous example, that the most up-to-date informa-
tion that is available is used. This can be of high value for



Preprint submitted to Studies in Educational Evaluation. The final version is available at http://www.sciencedirect.com/

policy makers who wish to obtain a measurement based
on current information rather than on historical records.

Although the new estimator proposed offers new ad-
vantages one can encounter problems due to data limita-
tions. In order to be able to implement the method, the
institution needs to know for each currently enrolled stu-
dent:

1. the year the student first enrolled,
2. whether the student is a first-time student, a transfer
student, or a returning stop out.

Moreover it can be interesting in keeping track whether
students initially enrolled as a full-time or a part-time stu-
dent. In this way, it is possible to perform separate studies
on these two groups.

4. Formal framework

In this section the new estimator of completion rate
is studied in a statistical framework. The assumptions
mentioned in section 3.3 will be retrieved as mathematical
assumptions in section 4.2. This will make it possible to
test the bias for statistical significance in section 4.3. The
formal framework starts with presenting a set of statistical
definitions which allow the definition of degree completion
in general terms.

4.1. Definitions

Given an academic year x and an educational institu-
tion I, the purpose is to gain information of the completion
rate, i.e. the proportion of students that start their study
at I during year x and obtain their degree at that same
institution at some point in the future.

In the following definitions A denotes the population
from which I can recruit.

Definition 1.

e A starting student of academic year x is a student
from A that is enrolled for the very first time at the
institution I during year x in a regular enrollment
period.

o An effective student is a starting student from A that
succeeds in graduating at some point in the future.

Statistically each starting student of academic year z
has a probability of being an effective student. Formally
the following definition is stated.

Definition 2. The completion probability p, with respect
to academic year x is defined as the probability that a start-
ing student from A, that is recruited during academic year
x, 18 an effective student.

The number of starting students G, of an academic
year x that are effective students is a random variable that
is distributed according to a binomial distribution:

Ga: ~ B(nmpm) (2)

where n, denotes the number of starting students and p,, €
[0,1] the completion probability of academic year x.

Complementary to the random variable G, is the num-
ber of drop-out students that leave the institution I before
graduating.

Definition 3.

e A drop-out student is a starting student from A that
s not effective.

e The drop-out probability r, with respect to academic
year x is defined as the probability that a starting
student from A, that is recruited during academic
year x, is not effective.

The amount of starting students of academic year x
that are drop-out students is denoted as D,. Also D, is a
random variable that is distributed according to a binomial
distribution:

D, ~ B(ng,rs), (3)

where n, denotes the number of starting students and
ry € [0,1] the drop-out probability of academic year x.
Obviously

D, + G, =ny

and r, =1 — p,.

The parameters p, and r, are theoretical quantities.
The proces of estimating these quantities using sample
data is called statistical inference (Cox, 2006). An esti-
mator of p, (resp. r;) can be seen as a random variable
131 (resp. ﬁw) whose outcome depends on random sample
data. These estimators are called unbiased when:

~

E(P,) =p, and E(R,)=r,

where E denotes the expectation operator. A natural and
common estimator of p, (resp. r;) is given by the comple-
tion rate (resp. drop-out rate). These rates correspond to
the so-called maximum likelihood estimators (MLE).

Definition 4.

e The completion rate with respect to an academic year
x is the ratio of the number of effective students G
over the number of starting students n,:

e The drop-out rate with respect to an academic year
x 1s the ratio of the number of drop-out students over
the number of new students n,:
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Obviously E(G:) = ngp, and E(D,) = ngr, so that
the MLE’s are unbiased meaning;:

E(Gy)=p; and E(Dg)=r,
4.2. Estimating completion rate

Without a crystal ball, direct calculation without delay
of the estimators in definition 4 is not possible. All esti-
mators discussed in section 2 are attempts to construct
estimators of p, or r,. Also in this paper, a new estima-
tor of r, was informally introduced in section 3. In this
section a formal description is given of the methodology
introduced in section 3.

Consider first the case where one would obtain an esti-
mation of a drop-out probability r, using a cohort study.
This means that a group of students would be followed
during some period of T years. For the estimation to be
unbiased the number of years T has to be chosen large
enough to allow counting all drop-out students starting at
academic year x.

At the end of the cohort study, the number of drop-out
students can be thought of as the realisation of a sum of
random variables:

Dy =D)+ D)+ D2+ +DF (4)

where D is the random variable associated with the start-
ing students of academic year = that will leave I during
academic year x + 1.
The random variables D% (0 < i < T are distributed
according to:
Dzlr ~ B(ng, T;)

where r¢ denotes the drop-out probability of a starting
student who will leave I during academic year x + i. Ob-
viously:

re =10+l 424 4T (5)
In a cohort study over a period of T' years, the drop-out
probability 7, would therefore be estimated using;:

T .

= -1

D,=Y D,
1=0

A cohort study proceeds by calculating each E; by track-
ing a set of starting student through time over the period
[0,T]. When z is the current academic year, this estima-
tor implies a substantial delay. Instead an estimator for
r, was described in section 3 using the most up-to-date
information available. Let us proceed with a statistical
description of this methodology.

For this purpose consider the set S of students at the
institution I that abandon their studies during academic
year z (during some regular enrollment period). Consider
for each student in .S the acadamic year he or she was first
registered. Denote this year as ¢ — ¢, 0 < ¢ < T. In this
way the set S of drop-out students can be divided into sub-
sets 9; according to their starting year in the educational
institution I.

One can now propose the following estimator for r,:
= =0 =1 —=2 —=T
Rm :DZ.+D3?_1+D$_2+"'+D$_T (6)

The sum of the ratios of the number of students in S; di-
vided by the number of starting students during academic
year x — i is a realisation of R,.

This estimator meets the requirements of a formal de-
scription of the measure for completion rate described in
section 3. The colored diagonal elements in table 1 denote
realisations of D,,_, for 0 < i < 4 with T' = 4. In practice
one chooses T' € N such that ﬁsz is negligible.

In contrast to D, the estimator R, can be statistically
biased. From (5) and the linearity of the expectation op-
erator, it follows:

B(R,)=Y ri, and E(R,)-r,=>» (ri_,—7i)

3 1=0
R (7)
The latter defines the bias of R, that remains small as long
asrl_, ~ ri. These assumptions were already described in
section 3.3 and are re-encountered here in a mathema/‘gical
formula. Furthermore the variance of the estimator R, is

given by:

T T
=0

T i i
w@@:Z—”‘i(l =) (8)

N s
i=0 =

Formula (7) implies a cumulative bias in which all bi-
ases i, —rl are summed. In practice this can lead to a
substantial bias of the estimator. In the following exam-
ple we show results obtained from a study performed at

Thomas More UC to illustrate the bias calculated in (7).

Example 1. Taking academic year 2006-2007 as year
x, one can compare the results of a cohort study along
a period of 5 years up to the academic year (2012-2013)
with the results obtained by using the estimator (6). We
perform a comparative study for two populations, one that
counts a relatively small number of students and one con-
taining a larger number of students.

Table 3 considers the students at Thomas More UC
following a bachelor in Agro- and biotechnology. During
the past 5 years, the bachelor degree in Agro- and biotech-
nology counted an average of 176 starting students.

Table 4 presents data corresponding to all students at
Thomas More UC. The campus counts an average of 2317
starting students each year. Note that this table contains
the numbers behind the ratios in the colored boxes of table
1. The example of section 3 is reviewed starting from
formula (6).

Using the notation introduced in the sections above,
the completion rate in a cohort study starting at year x
(2006-2007) and ending in academic year 2011-2012 would
be estimated as:

=y )

4
n
i=0 ¥
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Bachelor Agro - and biotechnology
) D; Ng Di—i Ng—i
51 178 51 178
21 178 20 163
16 178 11 189
5 178 5 224

0 178 0 85

=W N = O

Table 3: Number of drop-outs and starting students for the Bachelor
in Agro - and biotechnology with reference year x = 2006 — 2007

Thomas More UC
) Di, Ny va_i Ny—s
0 640 2171 640 2171
1 189 2171 218 2351
2 85 2171 7 2230
3 23 2171 44 2226
4 8 2171 5 2155

Table 4: Number of drop-outs and starting students for Thomas
More UC with reference year x = 2006 — 2007

whereas using the estimator in formula (6) one would cal-
culate: A

R Di_.

R, =) —** (10)

N
i=0 Tt

where T is chosen as 4. The realisation of the difference
R, — D, leads to an estimation of the bias (7).

For the bachelor degree this leads to an estimation
of 3.27%. For Thomas More UC there is only a bias of
—0.87% (whose absolute value was already found in sec-
tion 3.2). This smaller bias can indicate a better approxi-

mation or could be caused by chance.

4.8. Testing for significance of the bias

In a study as presented in example 1 one could be inter-
ested in a comparison of the two biases that we calculated,
keeping in mind that the smaller bias on the estimate of
the drop-out probability of Thomas More UC could be due
to chance rather than to a better approximation.

In particular one wonders whether the difference be-
tween the estimators (9) and (10) leads to a bias that is
significantly different from zero based on the underlying
binomial distributions.

Formally a Hy—hypothese is tested that reads:

To test such hypothesis, we will rely on normal approx-
imations of the binomial distributions that underlie our
method. ,

It is well known that the proportions D., (6) can be
approximated by a normal distribution with the same ex-

. . i
pectation and variance as D :

(1= r)

Ny

D, ~ N(ri, )

Therefore, the estimator used in a cohort is approximately
distributed according to:

T T

— S ; ri(1—ri
b=y (Y B
i=0 *

i=0 =0
Analogous ]%L is approximately normally distributed with

expectation and variance as in (7) and (8):

T

I~ g i (L=75_,)
R, ~N Zr;,i,zn—
=0

X xr—1
=0

A general rule gives that these approximations can be ap-
plied under the conditions:

ng -min{rt 1 -7t} >5 and ng > 30 (11)
Under the Hy-hypothese, one finds:

B _-D ~N Oiri—i(l_ri—i)Jr 1 ZT: (1)

(12)
Based on this normal approximation, the Hy-hypothesis
is rejected with significance level o when the empirical
measure of the statistic:

R, - D,

T rh_,(A-ri_,) T ; i
\/Ei—o - + n% dicoTh(l—1%)

(13)

i

is outside the interval [~zq,za], with ze the (1 — §)-
quantile of the standard normal distribution.

It is commonly known that the normal approximation
of a binomial distribution B(n,p) fails for small n, see
for instance Sauro & Lewis (2005). The problem in this
application is even more delicate because one encounters
a sum of proportions. To verify whether the reliability of
the approximation is satisfactory for practical purposes,
one can use simulation.

Example 2. Based on the datasets of example 1 two
simulations of the statistic in (13) are performed. To this
purpose one mimics the binomial distributions B(n,,r%)
and B(n,_;,rt_,) underlying this test statistic.

For a simulation of drop outs from the bachelor Agro-
and Biotechnology, parameters of the binomial distribu-
tion are estimated using data in table 3. For each mimic
of the underlying binomial distributions an estimation of
the bias can be calculated from (13). The distribution of
these calculated biases should approximately be normal as
stated in (12). To this end it is typically to compare the
quantiles obtained from this simulation to the theoretical
quantiles extracted from a normal distribution. In figure
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Figure 2: Quantile plot of simulated quantiles versus normal quan-
tiles corresponding to the data collected from the Bachelor Agro-
and Biotechnology.
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Theoritical quantiles

T T T T T
-4 -2 0 2 )

Simulated quantiles

Figure 3: Quantile plot of simulated quantiles versus normal quan-
tiles corresponding to the data collected from Thomas More UC.

2 a plot is shown of simulated versus theoretical quantiles
(so called Q-Q plots, quantile-quantile plots). The sim-
ulation consists of 1000 quantiles. One expects that the
graphed data follows the diagonal shown in the plot. The
resulting plot shows therefore that the approximations is
satisfactory for this example.

Figure 3 shows a Q-Q plot analogously obtained from
simulation based on data of table 4. Also this plot is sat-
isfactory.

From these results one is able to compare biases ob-
tained in both examples. The bias of 3.27% for the ba-
cholor degree leads to a realisation of the test statistis
(13) given by 0.486. The bias of —0.87% for Thomas More
UC leads to a test statistic of —0.492. Both biases are
therefore comparable. Their absolute sizes are not big
enough to reject our Hy—hypothese, keeping in mind that
the 0.975-quantile of the standard normal distribution is
approximately 1.96.

5. Conclusion

In this article we focused on developing a measure for
completion rate. Many indicators for this purpose are in

some way based on a cohort. In a prospective cohort study,
the cohort is assessed at the beginning of the study and
followed into the future. In this way a result is only pos-
sible after a substantial period in time. Alternatively one
can use historical record in order to obtain an estimation
of completion rate. However because historical records are
used, the indicator is mainly a result of past events rather
than current events.

Our method is entirely based on the population of
drop-out students during an academic year x. This pop-
ulation can be determined when a regular enrollment pe-
riod of academic year x + 1 has ended. In this way sub-
stantial delay is avoided and the most up-to-date informa-
tion that is available is used to estimate completion rate.
The method emphasis the drop-outs during the academic
year x and therefore mainly reflects current information on
school effectiveness. This is a major difference that distin-
guish the new proposed estimator from other indicators
found in literature.

Moreover the estimator is independent of study dura-
tion and therefore particularly useful in post secondary in-
stitutions where it is more common that bachelor or master
students take more time to finish their studies than stated
in the standard curriculum.

Although the new estimator proposed offers new ad-
vantages on already existing estimators it is subject to
limitations. Our method showed to meet the requirements
of estimating completion rate only when some underlying
assumptions were met which were discussed in section 3.3.
Moreover the method stays subject to data limitation as
is the case for cohort based estimators.

In section 4 a statistical framework is presented in
which completion rates can be studied. We re-encountered
the assumptions underlying the method in formula (7). Fi-
nally a method is proposed to test hypotheses concerning
the size of bias when one is comparing a cohort study with
the method developed in this paper.
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