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ABSTRACT
Early gestational weight gain prediction can help expecting women
overcome several associated risks. However, training the model
requires access to centrally stored privacy sensitive weight and
other meta-data. In this demo, we present a privacy preserving
federated learning approach where we train a global weight gain
prediction model by aggregating client models trained locally on
their personal data. We showcase a software data-exploration tool
that exhibits local model generation, sharing and updating across
users and server for proposed collaborative learning. Our proposed
model predicts the final weight category with 61.3% accuracy on day
140, with a 8.8% compromise on the centralized training accuracy.

1 INTRODUCTION
Gestational weight gain is a key research topic in the area of health
informatics affecting about 70% of pregnant women who end up
either gaining too much or too less weight during their pregnancy.
Early prediction of gestational weight gain can mitigate this prob-
lem by estimating the end-of-pregnancy weight gain given reli-
able weight measurements taken in uniform intervals are available.
In [Puri et al. 2019], the proposed approach predicts the end-of-
pregnancy weight category among underweight, normal and obese
with an accuracy 63.75% midway through pregnancy and a mean
absolute error of 2.572 kgs.

The traditional implementation of the aforementioned approaches
would require interaction among three parties, one to collect the
data from users, second to pre-process the data while the third to
integrate the data and build the model. However, such sensitive
personal data sharing with the service providers is risky as well as
uncomfortable to the users. Even though the model learned on this
data improves the experience of users, storing and processing the
data centrally on a server leads to privacy concerns especially in the
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light of the General Data Protection Regulation (GDPR) imposed
by the European Union (EU).

Mobile devices have become ubiquitous and resourceful in terms
of available storage and processing capacity. Leveraging this for
on-device learning, Google proposed federated learning [McMahan
et al. 2016] where devices only share updates on models learned
from their local data. This methodology decouples the need to ac-
cess the training data directly on-device for training a central model.
Federated learning is particularly applicable to use-cases where the
data is collected from user devices and the data is sensitive in
nature. To this end, we have designed and implemented a privacy-
preserving federated approach for the prediction of gestational
weight gain. The key contributions of this demo is to illustrate:
(i) a software tool that generates local models and a server that
aggregates these updates (ii) the comparison of accuracy in early
prediction of gestational weight gain in the centralized and feder-
ated approaches and (iii) the minimization of data sharing between
the user-devices and the server.

2 METHODOLOGY
There are N subjects (80 in this study) that are going to participate
in the collaborative learning of gestational-weight-gain-prediction
model denoted by i = 1, 2, 3....N . Each subject by means of self-
reporting tools collects and stores it’s weight-gain measurements
at a local device. We denote the the input gestational days up to de-
livery day t imi

as xi = {t i1, t
i
2, t

i
3, ..., t
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}. yi = {yi1,y
i
2,y
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3, ...,y
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}

represents the output weight gain for ith subject, where yik =

y(t ik ) ∈ R. Additionally, pre-pregnancy weight and height are also
collected.The objective is to try to collaboratively learn function f
from given data, such that y+ = f (t+) + ϵ . We can fit a pth -order
polynomial with f = w0 +w1t +w2t2 + ... +wpt

p and estimate
the coefficients w = [w0,w1, ...wp ]

T by maximizing the likelihood
(L) over individual’s personal-training data D, L(w) = P(D|w),
ŵMLE = argmaxw P(D|w) =

∏d
i=1 p(y

+
i |t
+
i ;w). This equation

refers to the model learnt from the individual’s sparse limited ob-
servations upto given td days.

The federated learning process (Fig. 1a) that we utilised is as
follows. a) The centralized server sends the meta-data, (for example,
order p of the polynomial, current global model estimate) to the
participating subjects, once all subjects agree upon it, b) the local
subjects estimate model coefficients ŵMLE based on maximising
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Figure 1: (a) Architecture for our federated approach (b) Opening screen for obtaining meta-data information (c) Dashboard
to show the predicted end-of-pregnancy weight gain locally using collaborative model (d) Prediction using federated model is
less erraneous than the local model using training weight gain data up to 100 days.

the likelihood of the local data, c) these local model updates are
then shared to the server and aggregated there to create global
model, d) the global model is shared with the participating sub-
jects. This process is repeated as new subjects participate or the
already participating subjects gather more data to push updated
local models to the server.

We use a bayesian approach to aggregate these local model up-
dates.We assumew ∼ N(µŵ, Σŵ), such that µŵ =mean([ŵ1, ŵ2, ...,
ŵN ]T ) is the mean and Σŵ = cov([ŵ1, ŵ2, ..., ŵN ]T ) is the co-
variance matrix of the polynomial coefficients ŵ1, ŵ2, ..., ŵN that
are each obtained using the individual gestational weight gain data
from each of the N participating subjects. The distribution over
the MLE estimates of the coefficients, p(w) is acquired from the
N subjects as an a-priori estimate. The likelihood learnt from the
personal-training data and the a-priori distribution learnt from
the global updates are then combined to calculate the maximum-
a-posteriori (MAP) estimate of the coefficients p(w|D), ŵMAP =

argmaxw p(w|D) ∝ argmaxw P(D|w)p(w). Fig. 1d shows that pre-
diction using centralised, local and federated approach. Centralised
approach performs the best as it trains a global model on the com-
plete pregnancy data stored at the server from the users that sub-
scribed in the past. However, in our federated scenario, we assume
that no prior-model is present for the current participating subjects
and all the available local models being pushed to the server are
from women currently experiencing pregnancies.
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Figure 2: As expected, (a) MAE reduces and (b) Accuracy in-
creases as more data becomes available locally for training
as the pregnancy advances.

3 DEMONSTRATION
Interface.We realized this demo in MATLAB, where each subject
has their own wizard (Fig. 1b) for local data storage and meta-data
entry. On clicking ‘proceed’ the user is taken to a dashboard (Fig.
1c) where they can see the weight-gain progression trend.
Dataset. We evaluated our model on 80 subjects from European
population by collecting their weight measurements throughout
the pregnancy using wi-fi connected weighing scale.
Performance. Fig. 2 shows the mean absolute error (MAE) and the
3-class classification accuracy for end-of-pregnancy prediction. Our
federated approach learns better than the state-of-the-art ARIMA
approach [Box et al. 2015] and performs closely with the centralised
approach in early gestational weight prediction.
Objective.We will allow users to participate in our demo as any
of the above 80 subjects during various stages of pregnancies.
Our primary objectives are two-fold, (i) realization of the privacy-
preserving model sharing between the users and the centralized
server instead of user weight-gain and (ii) to demonstrate the im-
provements in user-experience in gestational weight gain man-
agement with our early prediction model. We want to engage the
conference audience into discussions regarding their experiences
and know-how on gestational weight gain management to fur-
ther improve our solution. In future work, we aim to reduce the
communication overhead and memory footprint of our model.
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